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Source: https://stackoverflow.com/help/gen-ai-policy 

https://stackoverflow.com/help/gen-ai-policy


4
Source: https://github.com/scikit-learn/scikit-learn/issues/29440 

scikit-learn is one of the sample projects featured in SWE-bench

https://openai.com/index/introducing-swe-bench-verified/ 

https://github.com/scikit-learn/scikit-learn/issues/29440
https://openai.com/index/introducing-swe-bench-verified/
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An Empirical Study to Evaluate AIGC Detectors 
on Code Content

Evaluation on commercial/open-source AIGC detectorsDataset Creation Data Filtering

RQ3: how much does fine-

tuning help?

RQ2: factors affecting detection 

performance

RQ1: detection performance 
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(Code Contents)

Programing-related
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Code-gen tasks
RQ4: detection robustness
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Open-source
Related work: Pan et al. 2024. Assessing AI Detectors in Identifying AI-

Generated Code: Implications for Education. ICSE-SEET
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5 datasets 4 Research 
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Dataset Creation

StackOverflow
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Code Summarization

Summary text-to-code

Code Completion

NL-to-code

1. Q&A

2. Code2Doc

3. Doc2Code

Programing-related 
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Code
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“As an AI agent, …
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Dataset Creation: Programming-Related Q&A

LLMs

Human Answer AI Answer1. Q&A

StackOverflow

Questions

StackOverflow

Questions

Code Summarization

Summary text-to-code

Code Completion

NL-to-code

Programing-related 

text-gen Task

Code-gen Task
Training set: 148K 

Test set: 2K

Stack Exchange[1] dataset (coding topics)

[1] https://github.com/EleutherAI/stackexchange-dataset 

https://github.com/EleutherAI/stackexchange-dataset
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Dataset Creation: Code-to-Text

StackOverflow

Questions

StackOverflow

Questions

Code Summarization

Summary text-to-code

Code Completion

NL-to-code

Programing-related 

text-gen Task

Code-gen Task
Code 

Snippet
Prompt

LLMsLLM-Generated 

Summary

code snippet

Human Answer AI Answer

Training set: 908K 

Test set: 97K
2. Code2Doc

CodeSearchNet[2] dataset

[2] https://github.com/github/CodeSearchNet 

https://github.com/github/CodeSearchNet
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Dataset Creation: Text-to-Code

LLM-Generated 

Code Snippet

Prompt

LLMs

DocString

Raw Code snippet

AI Answer Human Answer

StackOverflow

Questions

StackOverflow

Questions

Code Summarization

Summary text-to-code

Code Completion

NL-to-code

Programing-related 

text-gen Task

Code-gen Task

CodeSearchNet dataset

3. Doc2Code
Training set: 904K 

Test set: 96.6K



Detection accuracy for text-gen :

• Open-source tools (Avg. 57.26%) 
perform worse than commercial 
tools (Avg. 66.31%)

• Most commercial tools have good 
performance

Detection accuracy for code-gen:  

• Open-source tools (Avg. 50.25%) are 
slightly better than commercial tools 
(Avg. 48.90%)

• Most tools do not detect AI-gen 
code well, close to random guesses

Overview, average AUC for code-
gen is 11.82% lower than text-gen
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RQ1: performance of existing detectors
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RQ2: factors affecting detection performance

Length

Function 

complexity

6 Programming

languages
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RQ2: factors affecting detection performance

Length

Function 

complexity

6 Programming

languages

TL;DR:

• More complex code seems more challenging to detect, especially for open-

source detectors

• Longer code is easier to detect

• Most tools are stable across different languages, some tools struggle on 

one/two languages
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RQ3: how much does fine-tuning help?

CodeText

AUC after fine-

tuning

92.5% 78.3% 

Fine-tuning can significantly improve detection performance

TL;DR: Fine-tuning can significantly improve the performance of the detectors for detecting code contents
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RQ4: detection robustness under mutations

Mutations Descriptions
Example before 

transformation

Example after 

transformation

FuncAddLine
Equivalent transformation between a constant or a newline 

assigned by same constant.

f(a, b, c) f(
a, 
b, c)

For2While
Equivalent transformation among for structure and while 

structure.

For (i in range(9)) :
     Body;

i=0; 
while i<9 :
    Body;

AugAssign
Equivalent numerical calculation transformation, e.g., ++, --, 

+=, &=, |= 
a += 1 a = a + 1

AddDeadCode
Insert some dead code fragments, unused statements or 

repeated statements in the code.

class work:
     pass

class Foo:  # noqa: DC03
    pass
class work:
    pass

VarRename

Rename the function names and variable names with all 

their occurrence with newly generated names such as F0, 

V1, V2

def func1(var1):
     pass

def func_new1(var_new1):
    pass

TL;DR: the mutation operators make it harder to detect AI-generated code, but they do not have significant impact on 

detecting human-written contents
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