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Code-Documentation Inconsistencies in Data

Science Libraries

 Confusionl!l: Can solver newton-cg, sag, and Ibfgs work with no penalty?

* If users use the APl in a biased way, it will lead to poor model training performance like

underfitting

F@ Old Doc of LogisticRegression

penalty : {“I1’, ‘|12’ ‘elasticnet’, ‘none’}, default="12’
Used to specify the norm used in the penalization. The ‘newton-cg’, ‘sag’ and ‘Ibfgs’ solvers support only |12
penalties. ‘elasticnet’ is only supported by the ‘saga’ solver. If ‘none’ (not supported by the liblinear solver),
no regularization is applied.

::q Modified Doc

Supported penalties by solver:

solver : {"newton-cg’, ‘Ibfgs’, ‘liblinear’, ‘sag’, ‘saga’}, default="Ibfgs’

. . L - 'newton-cg’
Algorithm to use in the optimization problem.
- 'lbfgs'
* For small datasets, ‘liblinear’ is a good choice, whereas 'sag’ and ‘saga’ are faster for large ones. — '"liblinear"
* For multiclass problems, only ‘newton-cg) ‘sag’, ‘saga’ and ‘Ibfgs’ handle multinomial loss; ‘liblinear’ is  _ 'sag"
limited to one-versus-rest schemes. , ,
- 'saga

* ‘newton-cg’ ‘Ibfgs’, ‘'sag’ and ‘saga’ handle L2 or no penalty

[1] https://gith m/scikit-learn/scikit-learn/i

['12', 'none'l]
['12', 'none'l]
['i1', '12']

['12', 'none']

['elasticnet', '11', '12°',

'none"]


https://github.com/scikit-learn/scikit-learn/issues/19651
https://github.com/scikit-learn/scikit-learn/issues/19651
https://github.com/scikit-learn/scikit-learn/issues/19651
https://github.com/scikit-learn/scikit-learn/issues/19651
https://github.com/scikit-learn/scikit-learn/issues/19651

Code-Documentation Inconsistencies in Data

Science Libraries

* APl documentation and code evolve at different speeds.

* Lots of multi-parameter constraints in data science libraries. statsmodels

* No tool do a good job of checking it !!

VI.0

VI.O@_V

A

V2.0

Constraint description of trend and seasonal in class AutoReg

> deterministic: DeterministicProcess
A deterministic process. If provided, trend and seasonal are ignored. A warning is raised if
trend is not "n"seasonal is not False.

v W N

Corresponding code snippet ii: class AutoReg

class AutoReg(tsa_model.TimeSeriesModel):
def __init__(...):
if deterministic is not None and (self.trend != "n"(:) self.seasonal) :
warnings.warn('When using deterministic, trend must be "n"
and seasonal must be False.', SpecificationWarning, stacklevel=2)




Why is it challenging?

* Parameter-rich interfaces

* Numerous parameters with complex dependencies

e Silent constraint violations

* Unexpected behaviors without triggering explicit exceptions

* No fixed format for APl documentation

* Ambiguous descriptions and sometimes unclear/hidden constraints

* Implicit code-doc constraint correspondence

* Hard to locate code segments and verify specific constraints



LLM may be a promising solution, but ...

* LLM-only multi-parameter inconsistency checker? Probably not
* Unavoidable stochastic behaviors and hallucination
* Unreliable code comprehension and reasoning capability

* Our proposal: combine LLM strengths in natural language understanding with
symbolic reasoning

Natural Language .
— ; —>| Extract doc-constraints | (@&
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— Ise logl X [——| checkinconsistency | #%=ey SMT Solver
Reasoning? o/




Overview of MPChecker

................................

Docstrlng

l_z'

.........................................

; Few-shots prompts—>| Constraint Extractor

'|E

Repository r—>l Symbolic Executor

Class

» Member Funcs

W N2 v
()l |<)| ".|<>|

Class

| ¢ »Member Funcs

L
N\ T N
B
<> <] ... [€D
[ N N J
B
<>
Indep. Funcs
B
<>

Phasel

Effective Paths

Issue
Report

G Ol
|

Converter

cax
A «'\ AN v=] =3¢ Inconsistency
LXYIYIYY 1) FYY2YIY Y sobssede :x
l, — Report
Code Constraints [— T
’ SMT-based
Fuzzy Constraint
Doc Constraints Reasoner
T FCL T
Formatted Constr. l Fuzzy Exprs]
— = — Fuzzy
e=| |3=] :** [2=| Words T
T .
Fuzzy Constraint
LLM-based

Phaselll

Phase lll



Phase |: Preprocessing = reroson N
| . Modify

-----------------------------------------

» Split code into analyzable function units Docstring!{ 'y
: : : ¢ >Member Funcs
. : ) L
* Extract documentation texts 5 = — v v
* Following Google or Numpy style j’hl j’hl a
* Equivalent Python code transformations to support i ¥ ez ] \lember Funcs
dynamic symbolic execution - Ly — .
* Get rid of unnecessary complications that do not affect a j?' a
path constraints % e
* E.g., external calls,complex data structures A e T o N
* Translate excepti [ : = <
ptions to special symbols : 3 Indep.
. Lo\ G [y dep-runcs
* Focus on visible APl parameters Fo =] — e
e e
C




Phase |I-A: Code-constraint extraction

2

i

-

if sample_weight is not None and self. sample_weight =None
call__check=0

strategy == "uniform": strategy =0

raise ValueError("Warning Info")
if sample_weight is not None:
sample_weight = _check_sample_weight(
sample_weight, X)

o’

if sample_weight != 'None' and strategy == 'uniform':
return '(sample_weight)_(strategy)_ERROR_END'
if sample_weight != 'None':

sample_weight = call__check_sample_weight

return (f'(sample_weight = {sample_weight}) * (call__check_sample_weight =
{call__check_sample_weight}) * (strategy = {strategy})')

(sample_welght) (strategy)_ERROR_END call__check=0

Osample_weight ==None
Original source code / \.
1 0

1 def fit(self, sample_weight):

Strategy =="uniform’

/\

sample_weight=0

strategy =0

Modified source code

1 def fit(sample_weight, strategy, call__check_sample_weight):

* Example code-constraint:
(sample _weight != None) A (strategy = uniform) -> ERROR
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Phase |I-B: Doc-constraint extraction

Symbolic Executor

* Parameter list + Few-shots+ CoT

Document Input Prompt

LAct as a code developer who is reading the code documentation. J

Document split prompt +
{documentation segment} ;
R e e - 2. Text Constraint: "gamma is only significant for 'rbf, 'poly’, and ‘sigmoid’ kernels."

‘ | Logical Format: (!(distance_threshold = 'None')) -> (n_clusters = 'None").

: Please remember this ';

f parameter list mentioned in this documentation: {parameter list}.

: . . . " 1 Few-shot In-context Learning

i [ Please extract all parameter information with their } :

] types and default values from the following documents: | | 1. Text Constraint: "n_clusters must be None if distance_threshold is not None."
! short doc WR\A 1

d

Effective Paths

K@m ﬁ&ﬂ’"ﬁ@ﬁ

l

Code Constraints

Your final task is to convert textual constraints from documentation into | Logical Format: ((kernel = 'rbf' || kernel = "poly’) || kernel = 'sigmoid’) -> significant (gamma).
a specified logic format. Please think it step by step.
3. Text Constraint: "n_init: int, default=10. The final results will be the best output of n_init
ﬁ nstructions: \ consectutive runs in terms of inertia. Only used if assign_labels = 'kmeans"."
1. Logic Symbols: Use -> to denote implication (if...then); Use ! for

negation (NOT); Use * for logical AND; Use || for logical OR; Enclose | Logical Format: (assign_labels = 'kmeans') -> !(n_init = 'None'). |
expressions in parentheses () to clarify the order of operations.

2. Keyword Placeholder Usage: If a constraint contains any of the
following keywords: "override", "specify", "have an effect", "no effect",
"significant", "ignore", use these keywords as placeholders within your
logic expression. | Logical Format: (affinity = 'nearest_neighbors') -> ignore(gamma). |

3. Solution Format: Present your solutions as follows:

e Constraint Number: ...
e Text Constraint: ...
& Logical Format: ... /

Constraint Extraction Prompt

4. Text Constraint: "gamma : float, default=10. Kernel coefficient for rbf, poly, sigmoid,

e

laplacian and chi2 kernels. Ignored for affinity = 'nearest neighbors'.

Doc Constraints

T

Formatted Constr.

T

Fuzzy
Words

* Example doc-constraint:
(affinity = nearest neighbors) - ignore(gamma)

LLM-based

Constraint Extractor




Implicit constraints and fuzzy words

Existence

Non-existence

specify, have an effect,
exist, significant, etc.

ignore, have no effect,
unused, override, etc.

Constraint description of gamma and affinity in class SpectralClustering

p : float, default=10
Kernel coefficient for rbf, poly, sigmoid, laplacian and chi2 kerne

affinity="nearest_neighbors™>
AN

gnoredjior

(affinity = nearest_neighbors) -> ignore(gamma)

C gamma = "ignore" ) ( affinity=""nearest_neighbors" )

Existence
words?

Condition
holds?

Existence(x)

[ Nonexistence(x)

|

True

Corresponding code snippet in class SpectralClustering

1 class SpectralClusterjing¢CTusterMixin, BaseEstimator):
2 def fit(sedfT X, y=Noney:
3« elf.affinity == "nearest_neighbors”

elif self.affinity == "preedmputed_nearest_neighbors" :

elif self.affipi

>,

params = self.kernel_params

if params is None:

params = {}

not callable(self.affinity):
arams["gamma"] = self.gamma>

15 params['"degree"] = self.degree
16 params["coef@"] = self.coef@

== "precomputed" :

10



Phase lll: Inconsistency checking

 Given a doc-constraint ¢ and a set of code-
constraints P = {p}
* Un-satisfiability:

Vp € P,—(c Ap)

* Nonequivalence:

Code Constraints

dp EP,—I(C<=>p)

|l ad |

Report

g? Issue
1

Cx

»«=1 33v Inconsistency
2= x Report
cv P

[

SMT-based
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Reasoner

i

Fuzzy Exprs

Doc Constraints

Fuzzy

N

Words

1

Fuzzy Constraint
Converter
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Fuzzy constraint logic

* Hallucination =2 Incorrect constraints =» fuzzy results

e LLM tends to make minor mistakes

* Look-alike names, wrong symbols ( < — <), etc.
* Unfortunately, we can’t tell whether the extracted doc-constraints are correct or not

* We could mitigate the impact of hallucination on consistency checking

Correct
constraint
[ 479
Incorrect

constraint



FCL — Expression similarity

* Constraint in doc-constraint: (samples < features) A (dual = True)
* Expression in code:n _samples >= n_features, dual = True

samples < features
Normalized
l Levenshtien  n(sy,s,) = NLD =1 — LD(|81'|S|2) | l l
Distance max(|sil, |sz1)
n_samples >= n_features
2
n = 1 — 6 ~ (.78

13



FCL — Expression similarity

e Constraint in doc-constraint: (samples < features) A (dual = True)
* Expression in code:n_samples >= n_features, dual = True

Comparison, Equality, Greater than,
Less than, Negativity

Samples > 6> =(10100) 8.« = (C,E,G,L,N), where C,E,G,L,N € {0,1} features

. e * O
Cosine (:039(::4 b ) _ pay " Ubay
ﬂ ﬂsimnarity 2T By 1oy |

< > <= >=

< |1 05 08 041 0 0

n_samples = 0-=(1,101,0) > o5 1 041 082 0 0 n_features
<=|082 041 1 067 058 041
>=1041 082 067 1 058 041
= |0 0 058 058 1 07
=10 0 041 041 07 1

cosf = 0.41

14



FCL — Expression similarity

* Constraint in doc-constraint: (samples < features) A (dual = True)
* Expression in code:n _samples >= n_features, dual = True

samples < features
Normalized LD(s..
Levenshtien  1(s1,52) = NLD =1 — ?1'5'2) |
Distance max(|sil,1s21)
n_samples >= n_features
—1-Z=08
n=1-— T

15



FCL — Expression similarity

* o and [ denotes the relative weights. Usually, we assign the same weights

LD(pl,pz) 5.;-41 . 5»42 LD(Ul,Oz)
(e, e) =ax(1-— )+ B *( )+ax(1-

b e max((pih 1p2D)) P o o | max(Jou, [oz])
Expression |: samples < features
Expression 2: n_samples >= n_featu I’eS

2 2
n=1-35~078 cosf = 0.41 n=1-75=08

0.778 + 0.41 + 0.8
o(eq, e,) = 3 ~ 0.66 .




FCL — Constraint similarity

* Constraint in doc-constraint: (samples < features) A (dual = True)
* Expression in code:n _samples >= n_features, dual = True

Constraint similarity can be evaluated with the following formula:

rarg max o (e, e;), if ¢ is an expression e
e; €D
14 » — /
p(c,®) = {1 0(c’, @), if ¢ =-c p = min{0.66,1} = 0.66

min{o(cy, ®),0(c2,P)}, ifc=c1 Acy
\max{o-(cls (I)): O-(CZ: (I)) }s ifc= C1V C2

17



FCL — Membership function

* Constraint similarity serves as the degree to which a given constraint
is consistent with the code.

pa(e) = p(e,@q) - €le — eq, ]

* After replacing each expression with its closest counterpart in path, the
modified constraint is then evaluated by SMT solver to check whether the
constraint is consistent with the code logic

0.66 - True = 0.33 - False

* To reduce false positives, we set a constraint similarity threshold of 0.85

e >(0.85, discard the result
* <=0.85, accept the result

18



Evaluation

_—@ Commit
‘ History
e Datasetl!] \L

* 72 Real-world constraints from 4 popular libraries

Constraint-related

* scikit-learn, scipy, numpy, pandas . )
P PP commits extraction

* Mutation-based extended dataset (3X constraints)

* 216 constraints (126 inconsistent + 90 consistent)

* Implementation

- Real-world
e GPT-4, z3 SMT Solver -/ constriants
Manual
» Research Questions Check \L

. How accurate is MPChecker in extracting constraints from API
documentation? ) | Mutation
2. How effective is MPChecker in detecting errors related to multi-parameter
constraints in APl documentation? Manual
3. How effective can MPChecker detect unknown inconsistency issues? Check Inconsistency
constriants

[1] https://doi.org/10.5281/zenodo.15202267 9


https://doi.org/10.5281/zenodo.15202267

Evaluation: RQI

* How accurate is MPChecker in extracting constraints from API
documentation?

Equivalent Non-Equivalent Accuracy
Correct Incorrect Missing
extraction  extraction constraints
MPCHECKER w/o0 few-shot learning 45 20 7 62.5%
MPCHECKER w/o0 chain-of-thought 57 7 8 79.2%
MPCHECKER 66 2 4 91.7%

* Few-shot learning and CoT can help LLM in this task

* 66/72=91.7% demonstrates MPChecker is effective in extracting logical
constraints from doc

20



Evaluation: RQ?2

* How effective is MPChecker in detecting errors related to multi-
parameter constraints in APl documentation!?

Checker FN TP Recall
LLM raw docs + code > LLM Checker 119 7 3.6%
LLM+C doc-constrs + code = LLM Checker 74 52 41.3%
VANILLA MPCHECKER doc-constrs + code-constrs = 73 39 87 69.0%
Fuzzy MPCHECKER doc-constrs + code-constrs + fuzzy words + FCL > Z3 0 117 92.8%

LLM performs poorly as end-to-end inconsistency checker
LLM Results: Correct conclusion + vague / incorrect reasons
1 17/126=92.8% shows MPChecker is effective in detecting inconsistent errors

Fuzzy words and fuzzy constraint logic improve recall by 23.8%

21



Evaluation: RQ3

* How effective can MPChecker detect unknown inconsistency issues!?
* Issue report confirmation rate: | |/14 = 78.6%

10/11 have already been resolved. 7 fix doc / 3 fix doc+code

* MPChecker can detect unknown APl documentation errors

* [t works even in unseen libraries which highlights its generalization capability

. emn stats.models ' d a S k . Ke ra S

Sungesting updates onthe J0 o evarirg #28470 Suggesting updates on the doc of An inconsistency between the documentation of Suggesting updates on the documentation of DenseNet #20144
e E2p 9 statsmodels.tsa.ar_model.AutoReg #9304 dask.array.percentile and code implementation #11336

L
@ Closed #9310 Open

Docinspector opened on Feb 2

% ParsifalXu opened on Aug 21, 2024
issue li k ParsifalXu opened on Aug 21, 2024 -
Describe the issue linked to the documentation Doclnspector opened on Jul 9, 2024 :
Hi,
H Describe the issue:
Hi, P K kiR
e oo s nsrisncy " Kearn. cluster. SpectralCiustering . As 2 oned 1 thie pirueter RURSID W the Gocneneiton of RS E T It seems that there is a potential incomplete description of the document of Densenet (Similar issues also existin Xcept
mentioned in the description of parameter gamma R
We are an academic team of software engineering researchers from a university working on automated program analysis and il ). As mentioned in the document
mma: float, detau thod{linear’, ‘lower’, higher’, ‘midpoint, ‘nearest’), optional
gamma: float, defa techniques to improve API documentation quality, ultimately contributing to improving data science software development method{'linear’, ‘lower’, higher’, ‘midpoint’, ‘nearest’), optional s ‘ . . ; e .
Kernel cosfficient {an and chiz kernels. gnored for affinity="nearest_neighbars € The interpolation method to use when the desired percentile lies between two data points | <. Only valid for classes: optional number of classes to classify images into, only to be specified if include_top is True, and if no weights
practices. we would like to keep anonymity for the purpose of double-blind paper reviewing.
internal_method="dask argument is specified.
The most relevant piece of source code looks ke this:
We discover an inconsistency issue between documentation and code in the class statsmodels. tsa.ar_sodel.AutoReg . As
ency However, Corresponding part in the source code: However, corresponding part in the code:
A selt.atinity = “nearest_neighbors”: 0 mentioned in the description of parameter deterainistic
comnectivity = hneighbors_graph(
X, n_neighbors=self.n_neighbors, include_self=True, n_jobs=self.n_jobs y terminietiePro, ¢ o
3 deterministic : DeterministicProcess s Siloeas G f weights == “imagenet” and include_top and classes != 1000: @
self.affinity satrix_ = 0.5 + (consectivity + comnectivity.T) A deterministic process. If provided, trend and seasonal are ignored. A warning is raised if trend is not “n” and seasonal mrortug e raise ValueError(
€11t self.affinsty == “precosputed._nearest_neighbars®: and m = “linear 3 - o 7
estimator = Nearestheighbors( ’ is not False. and (np. issubdtype(dtype, np.floating) or np.issubdtype(dtype, np.intege If using "weights: as '“imsgenet”: vith “include_top
_neighbors=self.n_seighbors, n_jobssself.n_jobs, metric="precosputed” ) “ as true, "classes’ should be 1000"
T e S oo s et o e o This means that the warning is triggered only when both conditions are met at the same time. However, the most relevant fron dask.utils import import_required )
f.a1tinsty_satrix_ = 0.5 » (comectivity + comectivity.T) source code snippet looks like this: Amport_raqudred(
aUe salrattin e “crick”, "crick 1s a required dependency for using the t-digest method.”
self.afinity_satrix_ = ) Although this will not cause a bug, because the default value is 1000, | think this default value should be added like similar
etse: nane = “percentile_tdigest_chunk-" + token .
params = self.kernel_paraas if deterministic is not None and ( Q@ S oS documents( Mobileet ) to reduce unnecessary understanding.
;g 15 Mons : Solf-_tréed 1 N Or seXf-_sescaal, (name, 1): (_tdigest_chunk, key) for 1, key in enumerate(a. _dask_keys_())
1 ot callable(selt.affinity) :
el Bty el warnings.warn( nane2 = “percentile_tdigest-" + token
parans “degree) = self.degree ‘When using deterministic, trend must be "n" and ' dsk2 = {(nane2, 9): (_percentiles_fron_tdigest, q, sorted(dsk))}
parons ["coete"] = self.coefd “seasonal must be False.”,
st attinity el = painise yamelst SpecificationWarning,
Aol G b st stacklevels2, Apparently, method is only valid for internal_method="dask, but also valid for internal_method="tdigest'
) , y .
)

Maybe you can check it and improve the documentation. 2 2
It soams that gasma willbeignored not ondy when affiaity is nearest_neighbors bt also when atfinity is
DRI bl Pvsompnd The actual code execution logic is that as long as one of the conditions is met, a warning will be triggered.

Could you please chack it?

Maybe you can change the line in the aforementioned doc to "A warning is raised if trend is not *n" or seasonal is not False.".
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